Journal of Digital Imaging
https://doi.org/10.1007/510278-020-00321-5

ORIGINAL PAPER

Semantic Segmentation of White Matter in FDG-PET Using

Generative Adversarial Network

®

Check for
updates

Kyeong Taek Oh . Sangwon Lee? - Haeun Lee" - Mijin Yun? - Sun K. Yoo

© Society for Imaging Informatics in Medicine 2020

Abstract

In the diagnosis of neurodegenerative disorders, F-18 fluorodeoxyglucose positron emission tomography/computed tomography
("®F-FDG PET/CT) is used for its ability to detect functional changes at early stages of disease process. However, anatomical
information from another modality (CT or MRI) is still needed to properly interpret and localize the radiotracer uptake due to its
low spatial resolution. Lack of structural information limits segmentation and accurate quantification of the '*F-FDG PET/CT.
The correct segmentation of the brain compartment in '*F-FDG PET/CT will enable the quantitative analysis of the '*F-FDG
PET/CT scan alone. In this paper, we propose a method to segment white matter in '*F-FDG PET/CT images using generative
adversarial network (GAN). The segmentation result of GAN model was evaluated using evaluation parameters such as dice,
AUC-PR, precision, and recall. It was also compared with other deep learning methods. As a result, the proposed method
achieves superior segmentation accuracy and reliability compared with other deep learning methods.

Keywords GAN - Deep learning - FDG-PET - ADNI - White matter segmentation

Introduction

Segmentation of the brain compartment such as gray matter
(GM), white matter (WM), and cerebrospinal fluid (CSF) for
the quantification of tissue volume and functional analysis of
different structures is of great importance for research and
clinical studies using magnetic resonance imaging (MRI) of
the brain [1]. For MRI, various approaches and open source
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software packages have been used for brain segmentation and
volumetric quantification. Recently, deep learning models
have been used in developing algorithms for segmentation
of brain structures in anatomical images [2—5].

Of'the deep learning-related algorithms, generative adversar-
ial network (GAN) model has revealed excellent performance
in image generation tasks, including image-to-image transla-
tion, text-to-image synthesis, semantic segmentation, and low
to high resolution translation [6]. GAN consists of two net-
works which has a generator and a discriminator. The generator
learns a mapping function to create similar output to real data.
The discriminator learns how to differentiate the generated data
from the original data. After the concept of adversarial learning
was introduced, various GAN models were applied for auto-
matic segmentation of medical images with excellent results.
Mondal et al. showed a higher performance for segmenting
brain structure adopting feature matching loss than convention-
al adversarial training approaches [7]. Dai et al. used GAN to
segment organ in chest X-ray and described that the interplay of
the generator and discriminator can correct the shape inconsis-
tency [8]. Izadi et al. used GAN to segment skin lesions and
verified that the adversarial training helps to refine the bound-
ary precision compared with u-net alone [9]. Others proposed
conditional GAN with pix2pix [10] framework for semantic
segmentation of tumors from MR images [10, 11].

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s10278-020-00321-5&domain=pdf
http://orcid.org/0000-0002-6032-4686
mailto:YUNMIJIN@yuhs.ac
mailto:SUNKYOO@yuhs.ac

J Digit Imaging

F-18 fluorodeoxyglucose positron emission tomography
(18F-FDG PET/CT) is a functional imaging modality which
measures changes of glucose metabolism in the brain [12]. As
a parameter of functionality and density of synapse, the detec-
tion of metabolic changes allows the diagnosis of neurodegen-
erative diseases at early stages [13]. It provides the severity,
extent, and location of disease which are important clues for
the identification of subtypes, staging, and prognostication of
neurodegenerative diseases. Compared with MRI, there are
few studies that applied deep learning for brain PET/CT.
Wang et al. proposed a method to estimate high-quality full-
dose PET images from low-dose PET images using 3D con-
ditional GAN [14]. Choi et al. proposed a method to generate
MR images from amyloid PET using conditional GAN with
pix2pix framework [15]. For segmentation, Blanc-Durand
et al. used 3D u-net shaped convolutional neural network to
segment lesion of F-18 fluoroethyltyrosine (18F-FET) PET in
cerebral gliomas [16]. So far, no studies have applied GAN
framework to segment brain compartment using 18F-FDG
PET/CT.

18F-FDG PET/CT evaluates cortical or subcortical neuro-
nal metabolic activity of the brain and the assessment of the
white matter pathologies depends on anatomical imaging mo-
dalities such as MRI [17]. The potential values of extracting
the white matter from 18F-FDG PET/CT have not been eval-
uated for the quantitative evaluation of various brain diseases.
In this study, we proposed a GAN model to segment the white
matter compartment of the brain using 18F-FDG PET/CT
images.

Methods

The learning structure of the GAN model used in this study
was shown in Fig. 1. To estimate the segmentation map M
which showed the white matter region in the image when
"F_FDG PET/CT image I was given, we let a set of given
images be I={/,...,1,} and then the set of segmentation
maps according to a given image was labeled as M = {M,
...,M,}. The mapping function of the image of 18F-FDG
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Fig. 1 Adversarial training for the segmentation map generation network
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PET/CT to white matter segmentation map was defined as
F: I — M in which the mapping function F was designed
as a GAN model.

Data Set

18F-FDG PET/CT and MRI data were collected from
Alzheimer’s disease neuroimaging initiative (ADNI) database
to train the GAN model. ADNI is designed to develop com-
bined biomarkers for early detection and to track progression
of Alzheimer’s disease which includes data from more than 50
sites across the USA and Canada. For this study, we used data
from 192 subjects who have both 18F-FDG PET/CT and
MRI. Test and validation set independent from the training
set were used to verify the performance of the GAN model.
Of the 192 data, 154 were used for training set, 19 were used
for validation set, and 19 were used for test set. Table 1 sum-
marized the patients in the training set, validation set, and test
set.

Data Preprocessing

Preprocessed 18F-FDG PET/CT images downloaded from
ADNI were used to train the GAN model. The raw image data
consisted of six 5-min frames for 30-60 min after injection.
Each image was co-registered to the first acquired image (the
image acquired from 30 to 35 min after the injection) and the
co-registered images were averaged. The preprocessed images
were created by re-orienting the averaged images to a normal-
ized space.

For the MRI data, structural T1 images acquired concur-
rently with 18F-FDG PET/CT images were used. Unlike 18F-
FDG PET/CT images, MR data have different voxel sizes and
orientations. The voxel size in the coronal slice was in the
range of 0.93 x 1.18mm? to 1.31 x 1.22mm?, and slice thick-
ness was in the range 0f 0.92 to 1.31 mm. In order to match the
images with different voxel sizes and phases to the normalized
space, images were normalized to the space defined by the
International Consortium for Brain Mapping (ICBM)
template.
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Table 1 Demographics of
training and test dataset

Training dataset (n = 154)

Validation dataset (n = 19) Test dataset (n=19)

Age

Sex (M:F) 87.64

77.4+6.2 (60.0-90.0)

78.248.2 (64.0-87.0)
12:7

77.7+5.5 (64.0-87.0)
8:11

To avoid non-specific information of the non-brain region,
only brain region was extracted from the 18F-FDG PET/CT
and MRI that underwent spatial normalization which includes
affine transformation and warping. Then, 18F-FDG PET/CT
was co-registered to MRI. The voxel size of co-registered
18F-FDG PET/CT and MRI was 1.50 x 1.50 x 1.50 mm®.
For training, the voxel values outside the range of the FDG-
PET/CT image in the co-registered MRI were replaced by
zero. Next, the segmentation map of the white matter was
extracted from MRI to compare with the segmentation map
generated from GAN model. The spatial normalization, brain
segmentation, co-registration, and segmentation map extrac-
tion in preprocessing were performed using statistical para-
metric mapping (SPM) 12 [18].

Architectural Design

The GAN model was based on the structure of the image-to-
image translation GAN [10] model which is called pix2pix.
This model consisted of two convolution networks as shown
in Fig. 1, corresponding to generator and discriminator, re-
spectively. The generator was trained to convert the 18F-
FDG PET/CT image to a segmentation map which was to be
indistinguishable from the real segmentation map. The dis-
criminator was trained to distinguish the generated
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segmentation map from the real segmentation map. Through
adversarial training of generators and discriminators, the gen-
erator generated realistic segmentation maps. Figure 2 showed
the structure of the generator and discriminator.

Residual Block

Each residual block consisted of two convolution layers and
each of them was followed by the batch-normalization layer
(Fig. 2). The rectifier linear unit (ReLU) was for the activation
function of the first convolution layer as proposed by He et al.
[19] to reduce the effect of vanishing gradient problem and to
accelerate the speed of training of the deep networks. In the
residual block, the kernel size of the convolution layer was
3 x 3, and the size of the input feature map as well as the
output feature map were constant by using the reflect padding.
The input and output channels of the convolution layer were
256.

Generator

The generator was made of 6 convolution layers and 6 residual
blocks. The first convolution layer 1 had a kernel size of 7 x 7
with reflect padding and a stride of 1. The kernel size for
convolution layer 2 and 3 was 3 x 3 with zero-padding and a
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stride of 2 to down-sample the spatial dimension of the feature
map output. The output channels of convolution layers 2 and 3
were 128 and 256, respectively. The kernel size of the up-
convolution layers 2 and 3 following the residual block was
3 x 3 with zero-padding and a stride of 2. Unlike the first
convolution layer, the latter up-convolution layer doubled
the spatial dimension of the feature map, which was reduced
by convolution operation. The last layer, up-convolution layer
3, had a kernel size of 7 x 7 with reflect padding and a stride of
1 to generate an image of the same size as the input image. The
output channels of the up-convolution layers 1, 2, and 3 were
128, 64, and 1, respectively. After every convolution layer
except the last layer, there was a batch-normalization layer
followed by ReLU as an activation function. In up-
convolution layer 3, the hyperbolic tangent function was used
as the activation function.

Discriminator

The discriminator consisted of 5 convolution layers in which
the kernel size was 4 x 4 with zero-padding and stride of 2 to
down-sample the spatial dimension of the output feature map.
After each convolution layer except for the last one, there was
a batch-normalization layer and followed by leaky ReLU. The
sigmoid function was used as the activation function of the
last layer. The output channels were 64, 128, 256, 512, and 1
from convolution layer 1 to 5 in order.

Loss Function

There was optimization of two loss functions to train GAN
model. The first was the GAN loss(L_ GAN) that occurred
when the discriminator tried to distinguish the segmentation
map generated by the generator. The second was the L1
loss(L_1) which was pixel-based regression loss expressed
by the L1-distance between the generated segmentation map
and the actual segmentation map.

Generator of GAN model, G, was trained to convert 18F-
FDG PET/CT image (I) to segmentation map (M) which was
hard to distinguish from real segmentation map. On the other
hand, the discriminator, D, was trained to reduce the misclas-
sification error of the real segmentation map and the segmen-
tation map generated by the generator. This adversarial train-
ing was expressed as Eq. (1).

Loan(G, D) = By prpran)[logD (1, M)]
+ By [logD (1, G(1))] (1)

In Eq. (1), B; pr-pr,0r) Tepresented the expected value at
which 18F-FDG PET/CT(J) and segmentation map (M) was
to be sampled in the probability distribution p(I, M).
B pr~p(r0) [logD(I, M)] is the maximum when D(I, M) = 1

@ Springer

since the output of D is in the range of 0 to 1. By, ;) represents
the expectation value that PET(J/) to be sampled from the
probability distribution p(1). By, [logD(1, G(I))] is maxi-
mized when D(I, G(I)) = 0 and minimized when G successful-
ly deferred D. Thus, training of D aims to maximize Lgaen
and G tries to minimize Lgay.

L1 loss(L;) calculated L1-distance between M and G(I),
which is expressed as Eq. (2).

L11(G) = Bryrpuan [IM-G(I)]|,] (2)

The two loss functions were combined into one loss func-
tion, which was shown in Eq. (3). In Eq. (3), &« was a weight
parameter to determine the weight of each loss function. In
this paper, o« was set to 100.

L =Lgay +a-Lp (3)

Model Learning

To optimize the GAN model, we applied the hyper parameter
proposed by previous method [10] to train the model. To train
the model, a minibatch stochastic gradient descent (SGD) was
used and the batch size was set to 1. Adaptive moment esti-
mation (Adam) was used as optimizer, learning rate was set to
0.0002, momentum parameters were set to 3; =0.5 and 3, =
0.999. The GPU used to train the model was NVIDIA Geforce
GTX 1080 Ti.

The GAN model was trained using preprocessed 18F-FDG
PET/CT images and segmentation maps representing white
matter region in MRI. Coronal slices of co-registered 18F-
FDG PET/CT images MR images were used for training.
The total coronal slices for the training set were 1694 images.
Two hundred nine coronal slices were used as validation set.
Also, 209 coronal slices were used as test set. The size of the
model input image was 256 X 256, and the size of the feature
map through the encoding path was 64 x 64. The output of the
model was reconstructed as an original image with a size of
256 x 256 through an up-convolution process.

Evaluation of Segmentation Results

In order to verify the performance of the proposed method, we
compared the proposed method with the method
(pix2pix_unet method) replacing the generator part with the
u-net structure instead of the residual block, the method
(h_dense unet method) which used dense block which is
composed of repetitive densely connected building blocks
[20], and the method (u-net method) using the convolution
network of the conventional u-net structure [21]. For the eval-
uation of various methods, the h_dense unet and the u-net
model were trained by changing the input size and using
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zero-padding to maintain the input image size. Other parame-
ters were set as the same as the original paper. We also com-
pared the segmentation map generated by the proposed meth-
od and the method used for comparison with segmentation
result of SPM in MRI which is used as ground truth. In addi-
tion, the precision-recall curve was compared to evaluate the
performance of the proposed method.

Segmentation Quality Analysis

The generated images were first visually inspected for seg-
mentation quality. Thirty samples in the evaluation set were
randomly selected. The generated segmentation map from the
proposed method, pix2pix_unet method, and u-net method of
the randomly selected samples was anonymized, then present-
ed by series number to five observers. The segmentation status
of each segmentation map was determined. The segmentation
result of SPM in MRI was treated as the ground truth. For each
segmentation map, the observer assigned a segmentation qual-
ity score in a three-point scale: 1, over-estimated; 2, under-
estimated; 3, adequate.

Evaluation Parameter

To evaluate the performance of the GAN model, area under
the curve of precision-recall metrics (AUC-PR) and dice sim-
ilarity coefficient (DSC) metrics [22] were used. AUC-PR
produced a confusion matrix between ground truth and seg-
mentation results. The confusion matrix was mainly used as
an index to evaluate the performance of an algorithm. The
DSC measured the similarity of spatial coincidence between
the ground truth and segmentation results. The precision and
recall used to calculate AUC-PR were defined by Egs. (4) and
(5), and the DSC matrix was defined by Eq. (6). Fa Fy, and Tp
used in the equation represented false positive, false negative,
and true positive, respectively.

Tp

Precision = ———— 4
Tp+ Fp )
Tp
Recall = ——— 5
Tt P (5)
2xT
Dice = xor (6)

2XTP+FP+FN

Statistical Evaluation

The Kruskal-Wallis test was performed between the methods
to verify whether the differences between the evaluation pa-
rameter are statistically significant. The sample used in the
Kruskal-Wallis test consists of evaluation parameters calcu-
lated from the segmentation map generated by each model
using a test set. In addition, Dunn’s multiple comparison test

was performed to verify whether there was statistically signif-
icant difference in the evaluation parameters between each
method.

Results
Segmentation Quality Analysis

Figure 3 showed the white matter ground truth and segmen-
tation results of various methods in different conditions. All
segmentation results were shown in red. In most accurate case,
all the methods segmentation result was visually similar to
ground truth. In the case with median DSC value, u-net meth-
od showed poor segmentation result by over-segmenting
white matter regions while others showed visually similar re-
sults. In least accurate case, pix2pix_unet method showed
poor result by segmenting less regions than the ground truth.
In contrast, the h_dense unet and the u-net method also
showed poor result by over-segmenting white matter regions.
However, the proposed method showed good segmentation
result in least accurate case.

The segmentation quality scores assigned by each observer
to each of the segmentation maps are shown in Fig. 4. For the
proposed method, 78% of the segmentation results scored
adequate. The pix2pix_unet method had fewer segmentation
results with adequate (31%) and had more segmentation re-
sults with under-estimated (49%). For the h-dense-unet meth-
od, 63% of the segmentation results scored adequate and 27%
of the segmentation results scored over-estimated. For the u-
net method, most of the segmentation results scored over-
estimated (93%). The mean value =+ standard deviation (SD)
was 2.6 +0.7 in the proposed method, 2.1+0.7 in the
pix2pix_unet method, and 1.1 £0.4 in the u-net method.

Quantitative Analysis of Evaluation Parameters

To compare the performance of each method, the evaluation
parameters (precision, recall, dice, and AUC-PR) were calcu-
lated. Figure 5 showed the scores of evaluation parameters for
each method. Table 2 summarized the results of Kruskal—
Wallis test and Dunn’s multiple comparison test between
methods for each evaluation parameter.

For precision, the mean value + SD was 0.821 £0.036 in
the proposed method, 0.778 £0.054 in the pix2pix_unet
method, 0.778 +0.054 in the pix2pix_unet method, 0.699 +
0.039 inthe h_dense_unet method, and 0.603 = 0.048 in the u-
net method, respectively (p <0.0001). Also, the differences
between all the methods were statistically significant for the
precision.

For recall, the mean value = SD of the recall of the
proposed method was 0.814 +0.029, while the values for
the pix2pix_unet method, h_dense unet method, and u-net
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method were 0.756 +£0.029, 0.877 £0.029, and 0.789 + For the DSC, the mean value + SD was 0.817 = 0.018 in the
0.062, respectively(p <0.0001). There was a statistically  proposed method, 0.766 = 0.034 in the pix2pix_unet method,
significant difference between all the methods for the  0.777+0.028 in the h_dense unet method, and 0.682 = 0.044
recall. in the u-net method (p <0.0001). There was a statistically
Table 2 Comparison of mean
difference between groups using Evaluation parameter Methods Mean rank df p value Kruskal-Wallis statistic
Kruskal-Wallis test
Precision PR 674.85 4 <0.0001 644.0
PU 548.81
HU 330.61
UN 119.74
PR vs PU PR vs HU PR vs UN PU vs HU PU vs UN HU vs UN
Yes Yes Yes Yes Yes Yes
Recall PR 440.75 4 <0.0001 456.8
PU 206.17
HU 692.14
UN 334.95
PR vs PU PR vs HU PR vs UN PU vs HU PU vs UN HU vs UN
Yes Yes Yes Yes Yes Yes
Dice PR 690.01 4 <0.0001 571.1
PU 401.79
HU 453.70
UN 128.50
PR vs PU PR vs HU PR vs UN PU vs HU PU vs UN HU vs UN
Yes Yes Yes No Yes Yes
AUC-PR PR 618.55 4 <0.0001 329.4
PU 360.28
HU 486.20
UN 208.98
PR vs PU PR vs HU PR vs UN PU vs HU PU vs UN HU vs UN
Yes Yes Yes Yes Yes Yes

*PR, pix2pix_resnet method (proposed), PU, pix2pix_unet method, HU, h_dense unet method, UN, u-net

method
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significant difference between all the methods except
(pix2pix_unet vs h_dense unet) for the DSC.

For AUC-PR, the mean value £ SD of the recall of the
proposed method was 0.869 +0.021, while the values for the
pix2pix_unet method, h_dense unet method, and u-net meth-
od were 0.819+0.048, 0.848 £0.038, and 0.763 +0.072,
respectively(p < 0.0001). Like other parameters, there was a
statistically significant difference between all the methods for
the AUC-PR. Figure 6 shows the precision-recall curve using
the test set for each model. In Fig. 6, it can be seen that the
proposed method showed the best performance, followed by
h dense unet, pix2pix_unet and u-net.

Discussion

For segmentation of brain compartment, conditional GAN
with pix2pix framework was used to generate a segmentation
map of the white matter compartment on 18F-FDG PET/CT
images. This method has the advantage that it works very
strongly when paired data is prepared. We also compared pro-
posed method with the other deep learning method using vi-
sual analysis and different evaluation parameters.

For the visual analysis, five observers assigned a segmen-
tation quality score. The higher score means the segmentation
quality is adequate. The proposed method achieved the
highest score and showed the best segmentation result. The
pix2pix_unet method under-estimated white matter region in
most of the 18F-FDG PET/CT image and achieved lower
score. The h_dense_unet method achieved better score than
the pix2pix_unet method by scoring “adequate” more than the
pix2pix_unet. The u-net method achieved the lowest score by
over-estimating the white matter region.

Of the different evaluation parameters, DSC can have a
value from 0 to 1, and closer to 1 meant that the segmentation

Precision-recall curve

1 4
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h-dense-unet (AUC=0.847) ——
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0 0.2 0.4 0.6 0.8 1

Recall

Fig. 6 Precision-recall curve of various methods
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map generated by the model was similar to the ground truth by
having fewer false positives and false negatives. The proposed
method achieved the highest DSC and showed the best seg-
mentation result.

The h_dense_unet method achieved high score in recall but
it scored low in precision. This means that the h_dense unet
method segments not only the white matter region but also the
non-white matter region. Consistent with this, in the segmen-
tation quality scores, the over-estimated ratio is quite high in
h_dense unet method. Nevertheless, unlike the u-net method,
the white matter region was well segmented, and the DSC and
AUC-PR were calculated to be high.

Since MRI clearly shows the anatomical information of the
brain structure, many researches have segmented the brain struc-
ture on MRI. The segmentation of the white matter using
intensity-based and statistical-based k-means methods was
0.714 and 0.808, respectively. The segmentation results using
intensity-based and statistical-based on the fuzzy c-means meth-
od were 0.79 and 0.864, respectively [23]. Recent research re-
sults have reported that the method using deep learning outper-
forms prior methods and classical machine learning algorithms.
For the classical machine learning algorithms using support vec-
tor machine (SVM) and random forest (RF) classifiers scores
0.769 and 0.831, respectively [24]. In contrast, the method using
convolutional neural network (CNN) achieved a dice score of
0.864 and the method using multi-fully convolutional networks
(mFCNs) achieved 0.887 [25]. However, the dice score of the
proposed method was 0.817, which was quite good considering
the low resolution of 18F-FDG PET/CT.

AUC-PR was used as a statistical value when comparing
the performance of different algorithms [26]. AUC-PR can
have a value from 0 to 1, and a higher value meant that the
algorithm had better performance. The proposed method
scored the highest AUC-PR. We also compared precision-
recall curve of the different methods used in this study. A
precision-recall curve closer to (1,1) in the coordinates meant
better algorithm performance. As a result, the proposed meth-
od showed the best performance, followed by pix2pix_unet
method and u-net method.

Unlike other parameters, recall confirmed that the
pix2pix_unet method was calculated to be lower than that of
the u-net method. Recall represented how well the model seg-
mented the actual white matter region. The low value of recall
means that the white matter region segmented by the model is
smaller than the real white matter region. In Fig. 3, u-net
method segments white matter more than ground truth and
recall value is calculated to be high. However, segmentation
results using the u-net method have many false positives that
result in low precision.

18F-FDG PET/CT images were co-registered with MRI
during preprocessing. This is because MRI shows more accu-
rate anatomical indices than 18F-FDG PET/CT. The reason
for co-registration was that the images obtained from different
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modalities might have the same anatomical region, but the
coordinate of the region might be different due to different
geometrical scaling. If these coordinates were different, accu-
rate segmentation results cannot be obtained. In addition,
when the 18F-FDG PET/CT image was co-registered with
MRI, the voxel value deviating from the brain region was
replaced with zero. The reason for this was to prevent the
GAN models from being trained in regions where the brain
region was not mapped.

GAN model was trained to segment only white matter
among brain structures. The volume change of white matter
has been reported in aging, psychosis, and multiple sclerosis
[5, 27, 28]. Also, white matter changes were observed in pa-
tients with Alzheimer’s disease with extensive gray matter
atrophy [29]. More importantly, white matter hyperintensities
(WMH) have been associated with increased risk of vascular
dementia and decreased cognitive abilities [30]. So far, the
quantitative access of WMH is possible with only MRI. In
this study, we were able to segment the white matter with
relatively low information density by removing the cortex
regions in 18F-FDG PET/CT. The information on metabolic
volume change of the white matter extracted from 18F-FDG
PET/CT may have potential values for the quantitative evalu-
ation of various brain diseases associated with white matter
volume change. In addition, other deep learning methods for
the purpose of image-to-image translation to create WMH on
FLAIR T2 images from our segmented white matter images
on FDG PET/CT will help assess subcortical white matter-
related changes related to vascular dementia.

Conclusions

In this paper, we used conditional GAN with pix2pix frame-
work to generate a segmentation map for the white matter
compartment in 18F-FDG PET/CT images. The segmentation
results of the proposed method showed excellent performance
mimicking the ground truth images of MRI compared with
several commonly used deep learning methods. Further stud-
ies are needed to elucidate the clinical implications of FDG
PET/CT based white matter segmentation in brain research.
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